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Abstract—Electroencephalography (EEG) data presents com-
plex and high-dimensional signals, offering great potential for
applications in various fields such as neurofeedback, clinical
diagnostics, cognitive neuroscience, human-computer interaction
(HCI), and beyond. Analyzing EEG signals requires expertise not
only from neuroscience, but also from signal processing, machine
learning (ML), and statistics to extract meaningful information
from brain activity recordings. Specifically, the combination of
EEG and ML can provide an advantage in addressing challenging
classification tasks in these fields. The present study focuses on
the classification of eye state (open or closed) using Ensemble ML
models such as Random Forest (RF), Gradient Boosting (GB),
AdaBoost, XGBoost, and LightGBM on EEG data. We apply
the Synthetic Minority Over-sampling Technique (SMOTE) to
address the class imbalance and conduct a comparative analysis
of the models’ performance with and without SMOTE using
10-fold cross-validation across several metrics namely, Accuracy,
Precision, Recall, F1-score, and the Area Under the Curve (AUC).
The experimental results highlight the importance of addressing
the class imbalance in EEG data to improve model performance.

Index Terms—eye-state, classification, machine learning, brain-
computer interface

I. INTRODUCTION

EEG has become an essential tool in neuroscience and
cognitive science, offering a non-invasive means to monitor
electrical activity within the brain. The intricate patterns of
EEG signals provide valuable insights into various neural
processes and states, making it a crucial component in the
study of human cognition and behaviour. One particularly
promising application of EEG analysis is the classification of
eye states, such as distinguishing between open and closed
eyes [1], [2].

Accurate classification of eye states has significant implica-
tions for fields ranging from clinical diagnostics and neurology
(diagnosis of epilepsy, sleep disorders, and brain injuries),
cognitive neuroscience (studying brain function during tasks
and activities) to HCI (for communication and control) and the
development of advanced brain-computer interfaces (BCIs).
Understanding EEG fundamentals is crucial for interpreting
brain activity patterns and extracting meaningful insights from
EEG recordings in research, clinical, and practical applications
[3], [4].

Traditional methods for detecting eye states predominantly
rely on electrooculography (EOG) or visual observation. While

these approaches can be effective, they are often limited by
susceptibility to noise and the need for direct visual input,
which may not be feasible in all scenarios. In contrast, EEG
provides a richer dataset that can capture the underlying brain
activity associated with different eye states, offering a potential
pathway to more robust and versatile classification methods
[5]–[7].

In recent years, ML has revolutionized the approach to
EEG signal analysis and eye state classification. ML models
and methods, including supervised, unsupervised, and rein-
forcement learning techniques, offer powerful tools for feature
extraction, pattern recognition, and classification. These tech-
niques can effectively handle the complex, high-dimensional
nature of EEG data, enabling the development of models that
can accurately distinguish between different eye states [8], [9].

This research work explores the effectiveness of ensemble
ML models in classifying EEG signals, focusing also on the
impact of SMOTE [10] on handling class imbalance. The
primary contributions of this paper are:

• Evaluating the performance of five ensemble ML models
on EEG data.

• Assessing the impact of SMOTE on model performance.
• Providing a detailed comparative analysis of the models

with respect to multiple performance metrics.
The remaining paper is structured as follows. Section II

outlines similar works with the subject under investigation.
Moreover, Section III describes the used dataset, the main
steps in the context of EEG signals preprocessing, the spa-
tial EEG features correlation and, finally, the class-balancing
method used for making the training data balanced. Next, in
Section IV, the evaluation metrics and the ML models are
noted. Besides, in Section V, we discuss the acquired research
results. Finally, conclusions and future directions are outlined
in Section VI.

II. RELATED WORKS

In this section, we provide related works for the eye-state
classification with the contribution of ML techniques and
models.

Firstly, [11] aims to enhance the classification performance
of ear-EEG-based eye-state identification by utilizing deep
convolutional neural networks (CNNs). Traditional ear-EEG
methods, despite being more convenient than scalp-EEG,



typically suffer from lower classification accuracy due to fewer
electrodes and less information. The researchers proposed
three CNN models for this task: EEGNet, deep ConvNet,
and shallow ConvNet. Among these, the shallow ConvNet
demonstrated the best performance, significantly surpassing
the conventional linear discriminant analysis (LDA) algorithm.
The study showed that the shallow ConvNet not only improved
the classification accuracy of ear-EEG to levels comparable
with scalp-EEG but also maintained high reliability in a
pseudo-online simulation, indicating its potential for real-time
applications.

Moreover, the purpose of the study [12] is to develop a
CNN-based method for classifying nonstationary biomedical
signals, specifically EEG signals, to identify eye states. The
proposed models include a CNN architecture that utilizes
the spectrogram of EEG signals as input, complemented by
non-negative matrix factorization (NMF) features to enhance
performance. The models were tested on an EEG eye state
dataset, and the combination of CNN with NMF achieved
an accuracy of 96.16%, outperforming other methods such as
standalone CNN and NMF models.

Besides, [13] focuses on classifying eye states using EEG
signals by employing and comparing different ML models.
The study utilizes the EEG Eye State dataset from the UCI
Machine Learning Repository, which includes continuous EEG
measurements. The proposed models are k-nearest Neighbors
(kNN) and Multilayer Perceptron (MLP) neural networks. The
highest classification success rate for the kNN model was
achieved with 3 nearest neighbours, yielding an accuracy of
84.05%. In contrast, the MLP model achieved its highest
accuracy of 56.45% when the hidden layer had 7 neurons.

In [14], various ML techniques are compared for detecting
eye states using EEG signals, including feature extraction
methods and classification techniques. The proposed models
involve feature extraction methods such as Discrete Fourier
Transform (DFT), Discrete Wavelet Transform (DWT), and
Independent Component Analysis (ICA), and classification
techniques including Support Vector Machine (SVM) and
LDA. The study shows that the combination of DFT with ICA
yields the highest accuracies, with SVM achieving up to 100%
accuracy for some subjects in identifying eyes-open states, and
LDA achieving similar accuracy levels for eyes-closed states.
Overall, the inclusion of ICA improves system performance,
and both SVM and LDA classifiers provide robust results
depending on the eye state.

Furthermore in [15] three ML models namely logistic re-
gression, ElasticNet classifier, and SVM with different kernels
were evaluated to classify eye states (open or closed). EEG
data was gathered from individuals using an Emotiv EEG Neu-
roheadset and preprocessed for analysis. The results demon-
strated that the SVM with a radial basis function (RBF) kernel
was most effective, achieving an accuracy of 77%, compared
to 57.2% for logistic regression and 57.8% for the ElasticNet
classifier. The SVM showed robustness in handling complex
EEG data, while logistic regression provided interpretability,
and the ElasticNet classifier offered a balanced approach.

The authors in [16] seek to classify eye states (open or
closed) using EEG data by leveraging deep learning archi-
tectures for improved accuracy and speed, suitable for real-
time BCI applications. The proposed models include a multi-
layered neural network (MLN) with ReLU and dropout, deep
belief networks (DBNs) based on unsupervised learning, and
dropout masks on deep neural networks. The results showed
that the best-performing architecture was a three-layer neural
network with ReLU activation, achieving an accuracy of
97.5% and a classification speed of at least 1000 samples per
second, significantly faster than traditional classifiers like K*
and (K*+RRF) which had accuracies of 97.3% and 97.4%,
respectively, but much slower processing times.

Similarly, in [17] the authors proposed and implemented
two specific models: DBN and Stacked Autoencoder (SAE).
The study demonstrated that the SAE model, particularly
the one designated as SAE 2, outperformed other models
with an impressive accuracy of 98.9% and an error rate of
1.1%. This model’s performance was superior to traditional
methods, including the K* algorithm (97.3% accuracy) and
ensemble classifiers combining K* and Regularized Random
Forest (97.4% accuracy).

Finally, [18] compares various machine learning techniques
for identifying eye states (open or closed) using EEG signals.
The proposed models include feature extraction methods like
DFT and DWT, combined with classification algorithms such
as SVM and LDA. The study also employs ICA for pre-
processing the data. The results show that the combination
of these techniques achieves a high accuracy of eye state
identification, with the best-performing model reaching an
accuracy of 98.9%. This research highlights the potential of
using deep learning architectures, specifically DBN and SAE,
in improving the accuracy and efficiency of EEG-based eye
state classification.

III. DATASET DESCRIPTION AND PREPROCESSING
METHODS

A. Overview of the Dataset

This research work utilized the EEG eye state classification
dataset from the UCI Machine Learning Repository [19]. The
dataset contains 14 columns corresponding to EEG measure-
ments from different electrodes and one column indicating the
eye state related to various brainwave measurements (likely
from EEG sensors). All data is from one continuous EEG
measurement with the Emotiv EEG Neuroheadset [20]. The
EEG signals were recorded over 117 seconds with a sampling
frequency of 128 Hz. It contains 14,980 samples, each fea-
turing 14 distinct EEG signal measurements, corresponding
to specific 14 electrodes positioned on different brain areas
(lobes) on the scalp according to the 10/20 standard EEG
placement system:

• Frontal: AF3, F3, F7, AF4, F4 and F8
• Central: FC5 and FC6,
• Temporal: T7 and T8,
• Parietal: P7 and P8,



• Occipital: O1 and O2.

Also, the dataset includes one dependent variable indicating
the eye’s status. The eye state was detected via a camera
during the EEG measurement and added manually to the file
after analysing the video frames. A value of 0 represents an
open eye (8,257 samples), while a value of 1 (6,723 samples)
indicates a closed eye.

B. Pipeline of EEG Signals Processing

EEG signals analysis involves the processing and interpreta-
tion of electrical brain activity recorded from electrodes placed
on the scalp [21]. Here’s an overview of the steps involved and
depicted in Figure 1.

Signal Acquisition [22]: EEG signals are recorded using
the Emotiv EEG Neuroheadset, a wearable device that allows
users to monitor brain activity and control devices using their
thoughts. It’s equipped with electrodes that detect electrical
signals produced by the brain. Although the headset’s software
can interpret the user’s mental state or intentions, here, the raw
data were exploited for applying the following preprocessing
techniques.

Preprocessing [23]: The obtained raw EEG signals often
contain unwanted interference, namely, noise from various
sources, including muscle activity, eye movements, and en-
vironmental factors. Therefore, the data was pre-processed
offline with a Butterworth bandpass filter to retain frequencies
between 0.5 and 64 Hz, and a notch filter at 50 Hz was applied
to eliminate powerline noise. Then, after data re-referencing,
the ICA method opted for artefacts’ handling, identification
and removal [24].

Rereferencing

Artifacts
Removal ICA 

Powerline Noise
Removal - Notch
 Filtering at 50 Hz

Butterworth
 Filtering 

(0.5 - 64) Hz
EEG Raw

Data

PreprocessingData Acquisition

Preprocessed
Data 

Emotiv EEG
Headset

Fig. 1. Pipeline from acquisition to preprocessing.

C. Spatial EEG Features Analysis using Pearson Correlation

In this subsection, we focus on understanding the correla-
tions among the spatial EEG features associated with different
brain lobes using the Pearson correlation coefficient, which is
represented as r. This coefficient is a measure of the linear
correlation between two feature variables f and g. It is defined
as the covariance of the two variables divided by the product

of their standard deviations [25]. The Pearson correlation
coefficient is given by the following equation:

r =

∑K
i=1(fi − f̄)(gi − ḡ)√∑K

i=1(fi − f̄)2
√∑K

i=1(gi − ḡ)2
, (1)

where fi, gi are the individual sample points indexed with i,
f̄ , ḡ are the mean values of the f, g variables, respectively, and
K is the number of sample points.

Following the results of Figure 2, we identified associations
of different strengths among the 14 EEG spatial channels.
Some indicative pairs are the following:

• F8 and FC6: With a correlation of around 0.921, there is
a strong positive relationship, indicating that as F8 values
increase, FC6 values also tend to increase.

• AF4 and F4: This pair shows a high positive correlation
of approximately 0.869, suggesting that they often move
together in the same direction.

• AF3 and AF4: A correlation of approximately 0.841
suggests a high positive relationship. Higher values in
AF3 tend to be associated with higher values in AF4.

• AF4 and F3: A correlation of approximately 0.832 sug-
gests a strong positive relationship. Higher values in AF4
tend to be associated with higher values in F3.

• Other pairs of channels with high positive correlations
are again in the frontal area: (F3, AF3, 0.787), (F4, AF3,
0.787), (F7, AF3, 0.758).

• P7 and FC6, P7 and F8: The correlation of around -
0.879 and -0.792 indicates a high but inverse relationship
between the channels that stem from frontal and parietal
brain areas. When the P7 value increases, FC6 and F8
tend to decrease. Negative correlations could indicate
lateralized brain activity, where one hemisphere’s activity
increases while the other’s decreases.

• AF3 and P7 have a moderate negative correlation of
around -0.634 which might suggest that these regions
(frontal and parietal) while they have a relationship, it
is not as strong or high implying partial connectivity or
that they share some but not all neural processing tasks.

The strong and high correlations can imply that these pairs
of electrodes capture related or similar neural activities. In
neuroscience, this can be indicative of functional connectivity
or similar responses to stimuli across these regions. Also,
the occipital channels O1 and O2 and the temporal channels
T7 and T8 noted low to negligible correlations with the
channels in the frontal area, except for the pairs (T8, F8),
(T8, FC6), (T8, P8), where the moderate and high association
was observed.

The low correlations with ’eye-state’ indicate that eye state
(open or closed) might not have a strong direct influence on
the recorded EEG features, or the relationship is non-linear.
This might be expected as eye state could be influenced by
other factors or external variables not included in this dataset.

D. Eye state class balancing with SMOTE
SMOTE is a technique used to address class imbalance in

the dataset by creating synthetic examples of the minority class
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Fig. 2. Features Analysis using Pearson Correlation Coefficient.

(eyes closed). According to Alg.1, it works by selecting two
or more similar instances of the minority class and generating
new instances that lie along the line segments connecting these
instances. This helped to create a more balanced dataset, which
improved the performance of machine learning models.

IV. ML MODELS AND EVALUATION METRICS FOR EYE
STATE DETECTION

The evaluation of our ML models was carried out with
a widely known free software, namely WEKA [26], which
contains tools for data pre-processing, classification, regres-
sion, clustering, association rules, and visualization. The ex-
periments were performed on a computer system with the
following specifications: Apple MacBook Pro 13.3”, Retina
Display (M2/ 16GB RAM/ 256GB SSD). As for the ML

methodology, we selected ensemble ML models [27], such
as

• Random Forest [28]: Utilizes multiple decision trees to
improve classification accuracy.

• Gradient Boosting Machine [29]: Combines the pre-
dictions of several base estimators to reduce bias and
variance.

• AdaBoost [30]: Enhances the performance of weak clas-
sifiers by focusing on misclassified instances.

• XGBoost [31]: An optimized version of gradient boosting
that improves speed and performance.

• LightGBM [32]: A highly efficient gradient boosting
framework that uses tree-based learning algorithms.

Also, for the specific dataset, the optimal hyperparameter
tuning of the above-mentioned ML models is shown in Table
I.



Algorithm 1 SMOTE
Input: Dataset D with minority class samples M , desired
number of synthetic samples N
Set K to the number of nearest neighbours
for m ∈ M do

Find the K nearest neighbors of m from the minority
class samples;

Randomly select one of the K nearest neighbors, say n;
Generate a new sample by interpolating between m,n:

new sample = m+ random(0, 1)× (n−m)

Add the new sample to the dataset D;
end for
Repeat steps 2a-2d until N synthetic samples are generated;
Output: Augmented dataset D with N new synthetic sam-
ples;

In order to evaluate the selected ML models, we relied
on metrics commonly used in the ML field [33], namely
accuracy, precision, recall, f1-score, and AUC. Note that the
final score in each metric is derived by averaging the scores
from all folds. The definition of these metrics is based on the
confusion matrix consisting of the elements true positive (Tp),
true negative (Tn), false positive (Fp) and false-negative (Fn).
Hence, the aforementioned metrics are defined as follows:

• Accuracy = Tn+Tp
Tn+Fn+Tp+Fp , proportion of correctly clas-

sified instances.
• Precision = Tp

Tp+Fp , proportion of true positive predic-
tions among all positive predictions.

• Recall = Tp
Tp+Fn , proportion of true positive predictions

among all actual positives.
• F1− score = 2 Precision·Recall

Precision+Recall , the harmonic mean of
precision and recall.

• AUC: Area under the Receiver Operating Characteristic
(ROC) curve. To assess the separability of a model, the
AUC ∈ [0,1] metric is used.

V. RESULTS AND DISCUSSION

In the comparative analysis of the experimental results of the
five ensemble ML models with and without the application of
SMOTE (see Table II), it is evident that SMOTE significantly
enhances the performance metrics across all models. Without
SMOTE, the models showed varying degrees of effectiveness
in classifying eye states from EEG data, with RF achieving the
highest accuracy at 0.85 and AdaBoost recording the lowest
at 0.81. The other models, GBM, XGBoost, and LightGBM,
showed intermediate performance with accuracies of 0.83,
0.84, and 0.82 respectively. The precision, recall, f1-score, and
AUC values also reflected a similar trend, indicating that while
the models could perform reasonably well, there was still room
for improvement, especially in handling the class imbalance
inherent in the EEG dataset.

The application of SMOTE resulted in significant improve-
ments across all performance metrics for each ML model.

TABLE I
HYPERPARAMETER TUNING OF MACHINE LEARNING MODELS

Model Hyperparameters Tuned Values

RF

Number of Trees 100
Maximum Depth 10
Minimum Samples Split 2
Minimum Samples Leaf 2
Bootstrap True

GBM

Number of Trees 100
Learning Rate 0.1
Maximum Depth 5
Minimum Samples Split 2
Minimum Samples Leaf 2

AdaBoost
Number of Estimators 50
Learning Rate 0.1
Algorithm SAMME.R

XGBoost

Number of Trees 300
Learning Rate 0.2
Maximum Depth 7
Subsample 1.0
Colsample bytree 0.8

LightGBM

Number of Trees 100
Learning Rate 0.1
Maximum Depth 5
Subsample 1.0
Colsample bytree 0.8

TABLE II
RESULTS

Model SMOTE Accuracy Precision Recall F1-Score AUC
RF No 0.85 0.8 0.75 0.77 0.88
RF Yes 0.89 0.86 0.84 0.85 0.92

GBM No 0.83 0.78 0.72 0.75 0.85
GBM Yes 0.87 0.83 0.81 0.82 0.9

AdaBoost No 0.81 0.76 0.7 0.73 0.82
AdaBoost Yes 0.86 0.82 0.8 0.81 0.88
XGBoost No 0.84 0.79 0.73 0.76 0.87
XGBoost Yes 0.88 0.84 0.82 0.83 0.91

LightGBM No 0.82 0.77 0.71 0.74 0.84
LightGBM Yes 0.87 0.83 0.81 0.82 0.89

For instance, the accuracy of RF increased from 0.85 to 0.89,
precision from 0.80 to 0.86, recall from 0.75 to 0.84, f1-score
from 0.77 to 0.85, and AUC from 0.88 to 0.92. Similar trends
were observed in the other models; GBM’s accuracy improved
to 0.87, XGBoost to 0.88, AdaBoost to 0.86, and LightGBM
to 0.87. These enhancements underscore the effectiveness of
SMOTE in mitigating the adverse effects of class imbalance,
thus enabling the models to better learn the patterns associated
with both open and closed-eye states in the EEG data. The
increase in AUC values, in particular, highlights the improved
discriminative ability of the models when SMOTE is applied.

Comparing the models’ post-SMOTE application, RF
emerged as the top performer with the highest scores across
all metrics, reinforcing its robustness in handling high-
dimensional EEG data. XGBoost and LightGBM, known for
their efficiency and performance optimization, also demon-
strated significant improvements, closely following RF in
terms of overall performance. GBM and AdaBoost, while
improved, were slightly less effective compared to the top
three models but still showed considerable gains over their
No-SMOTE counterparts.



This comparative analysis clearly illustrates that addressing
class imbalance through SMOTE not only enhances the ac-
curacy but also the reliability and robustness of ML models
in EEG eye state classification tasks. Future studies could
further explore the integration of other resampling techniques
and advanced ML models to continue improving classification
performance in various EEG-based applications.

VI. CONCLUSIONS

The present research work aimed to evaluate the perfor-
mance of five ensemble ML models namely Random Forest,
Gradient Boosting Machine, AdaBoost, XGBoost, and Light-
GBM on the eye-state classification of EEG signals. Among
the evaluated models, Random Forest with SMOTE emerged
as the leading model, demonstrating superior performance
across all metrics (accuracy, precision, recall, f1-score and
AUC with 0.89, 0.86, 0.84, 0.85, and 0.92, respectively).
These findings underscore the importance of addressing class
data imbalance and pave the way for more accurate and
reliable EEG signal classification, ultimately contributing to
better diagnostic and analytical tools in neuroscience. Future
research could apply the spatial features correlation analysis
per eye state, explore the generation/selection of new features
(time-domain, frequency-domain or time-frequency-domain),
integrate other advanced resampling techniques and apply
these ML models to different EEG data for generalizing their
high performance in eye state classification.
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